Online Appendix

A.1 Simulation Procedure

To simulate the equilibrium effort $e_i$, we use data we collected at baseline on the preference vector $P$. We also use administrative data from the control group to predict $y_0$, i.e. revenue levels in the absence of the treatment. Specifically, recall that our performance measure $y_i$ is the change in log outcomes, i.e. $\Delta \log y_i$. We regress

$$\Delta \log y_{igt} = \alpha_g + \beta_1 \log y_{t-1} + \beta_2 \log y_{t-2} + \beta_3 \log d_{t-1} + \beta_4 \log d_{t-2} + \epsilon_{igt}$$

where $\alpha_g$ is a group fixed effect, $d_{t-1}$ and $d_{t-2}$ are lags of the size of the tax base in the circle (i.e. net demand), and $y_{t-1}$ and $y_{t-2}$ are lags of log revenue. Results are in Appendix Table A.7. We take the predicted values from this equation to form a prediction of $y_0_i$, i.e. the predictable part of consumption in the business-as-usual case, and use the residuals to estimate $\sigma_i^2$.

We then simulate the model as follows. Recall we parameterize the cost function $c(e_i) = \alpha e_i^2$, with $\alpha$ as an unknown cost of effort parameter. Using simulated method of moments, we estimate $\alpha$ such that the average equilibrium effort in our model matches the average change in effort induced by the experiment. Specifically, for a given starting value of the cost parameter $\alpha$, we search for an equilibrium effort vector $e$ in which the marginal change in expected utility from effort exactly equals the marginal cost of effort for every inspector. We then progressively update $\alpha$ (employing gradient descent) to minimize the difference between the average equilibrium effort and its empirical analog in the first year of the experiment.

For a given $\alpha$, the equilibrium effort vector is found by repeatedly simulating the left hand side of (4) and updating the effort vector until convergence, i.e. until this first-order condition is satisfied simultaneously for all inspectors. Let $e_0$ denote the starting effort vector and $e_t$ denote the effort vector following update #t. For any $e_t$ (including $e_0$) we draw 200 draws, indexed by $k$, from the joint distribution of $y$ given $y_0$ and $e_t$. Denote one such draw as $y^{kt}$. For each draw $k$, order realizations of $y^{kt}$ from smallest to largest, and denote these as $z_1^{kt}, ..., z_{J-1}^{kt}$, and let $z_0 = -\infty$ and $z_J = \infty$. Denote $u_i(j) = u_ij$, i.e the utility for inspector $i$ of receiving his $j$’th ranked preference. We can then rewrite the left-hand side of the foc for an inspector $i$ as

$$\frac{dE u}{de_i} = \sum_{j=1}^J u_i \left( r_i(z_j^{kt} - y_{i0} - e_{it} + \delta, y^{kt-1}, P) \right) \left[ \phi(z_j^{kt} - y_{i0} - e_{it}) - \phi(z_j^{kt} - y_{i0} - e_{it}) \right]$$

In the simulations, we use change in log revenue as the performance vector for all inspectors, regardless of whether they were randomized into the groups where incentives were based on revenue or tax base.

To verify uniqueness of $\alpha$, we start from different starting values and verify that the moment is minimized at the same $\alpha$, suggesting a global minimum.

We show below that the equilibrium effort vector is not sensitive to starting point $e_0$.

Equilibrium effort changes by less than 1% for a given $\alpha$ when we draw 2000 draws of noise instead of 200; we use 200 as we need to do this many times in order to arrive at a level of $\alpha$. 

---

32 In the simulations, we use change in log revenue as the performance vector for all inspectors, regardless of whether they were randomized into the groups where incentives were based on revenue or tax base.

33 To verify uniqueness of $\alpha$, we start from different starting values and verify that the moment is minimized at the same $\alpha$, suggesting a global minimum.

34 We show below that the equilibrium effort vector is not sensitive to starting point $e_0$.

35 Equilibrium effort changes by less than 1% for a given $\alpha$ when we draw 2000 draws of noise instead of 200; we use 200 as we need to do this many times in order to arrive at a level of $\alpha$.
where $\delta$ is arbitrarily small. Although this expression is heavy on notation, it is actually quite easy to interpret: the expression $u_i \left( r_i(z_{j-1}^{kt} - y_{i0} - e_{it} + \delta, y_{-i}^{kt}, P) \right)$ denotes the utility inspector $i$ receives from having an outcome $y$ between $z_{j-1}^{kt}$ and $z_j^{kt}$ (taking the full assignment mechanism and preference vector into account), and the expression $\left[ \phi(z_{j-1}^{kt} - y_{i0} - e_{it}) - \phi(z_j^{kt} - y_{i0} - e_{it}) \right]$ captures the marginal change in the probability of having an outcome $y$ between $y_{j-1}^{kt}$ and $y_j^{kt}$ from a slight increase in effort $e$, evaluated at $e = e_t$. Note that this expression is just a generalization of equation (5) allowing for arbitrary preference vectors $P$ and arbitrary $y_0$. To account for inspectors’ uncertainty about the realization of $y_{-i}$, we average $Eu$ over the $k$ draws of $y^{kt}$. We then progressively update effort until convergence, i.e. until this average equals $2\alpha e_i$ for each inspector.\(^{36}\)

In the simulation, full knowledge assumes that inspectors fully account for their fellow inspectors’ preferences over circles and predicted performances $y_0$ (albeit not the actual realization of $y_{-i}$) when solving for an equilibrium. In other words, they are exactly able to determine the change in their expected utility from more/less effort as in (11), and each effort update corresponds to this expectation evaluated over 200 possible realizations of $y_{-i}$. We then assume deviations from full knowledge: identical preferences and full knowledge of $y_0$ are characterized by an inspector assuming that everyone shares her preferences over circles; thus, the inspector assume she will be assigned to a circle exactly corresponding with her group rank (if her performance is 3rd ranked in her group, she will be assigned to her 3rd preferred circle) and her utility is strictly falling in rank. Random preferences and full knowledge of $y_0$ are characterized by uncertainty about others’ preferences over circles, which we account for by simulating the assignment $r_i$ 1000 times for each inspector, each time re-shuffling the preference order of circles for all other inspectors in the group. No knowledge of $y_0$ assumes that inspectors start by assuming all $y_0 = 0$ (including their own). All knowledge assumptions assume that inspectors are best-responding to the equilibrium effort exerted by others in their group, even when they might not have knowledge of predicted performance or preferences.

Appendix Table A.8 shows the estimated $\alpha$ parameters, based on different knowledge assumptions, as well as their estimated standard errors.

In the process described above, we verify uniqueness of $\alpha$ by starting from a series of different starting points and verifying that the moment is minimized at the same $\alpha$ every time; we also plot in Figure A.2 the moment as a function of $\alpha$ and verify the uniqueness of the minimum. To investigate uniqueness of the effort vector at the moment-minimizing alpha, we start from 1000 different, randomly drawn (from a normal distribution) initial effort vectors, and find that, for an average inspector, the standard deviation of equilibrium efforts is $<2\%$ of the mean effort over these 1000 runs. This implies that while the equilibrium effort vector need not be unique, the equilibrium level of effort $e_i$ is extremely highly correlated among equilibria. This is documented in Figure A.3. We take the average value of $e_i$ across these 1000 runs.

\(^{36}\)Specifically, we update using the equation $e_t = 0.8 e_{t-1} + 0.2 \Delta Eu$.  
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A.2 Does PRSD increase the link between performance and allocation?

We can also check directly that the application of the PRSD indeed resulted in top performers being more likely to be allocated to their more desired locations at the end of the year. We explore this in Appendix Table A.12. We begin by showing – among treatment circles – that higher performers indeed got postings they preferred more. We normalize performance rank within group to a 0-1 scale, with 1 as the top performer, and similarly normalize preferences to a 0-1 scale, with 1 as the most preferred circle.

Columns 1 and 2 regress change in preference rank of circle on Year 1 performance and show that, among treatment circles, an inspector’s performance increase indeed translates into him ending up in a more desirable circle. Recall that the treatment group inspectors were asked to reconfirm their baseline preferences before the final postings in Year 1 were made. As a result we have two preference measures - at baseline and at year 1 - which we report in columns 1/3/5 and 2/4/6, respectively. In practice the two measures are highly correlated and the results are similar. However, as noted earlier, more than half the inspectors prefer their initial circles (status quo), so there is mechanically little room to improve. In fact our data shows that the maximum improvement a top-most performer can obtain is around +0.19 on average - very close to the magnitudes we estimates in Columns 1 and 2.

Alternatively, we can also focus on the inspectors who in fact are likely not to want to move given their preferences. In columns 3 and 4, we restrict attention to those inspectors for whom the status quo was the first choice, and find that better performing inspectors were more likely to have their preferences respected; for every rank improvement roughly a 0.1 increase in the performance rank measure), an inspector is 4.3 percentage points more likely to remain in his preferred status quo circle. Columns 5 and 6 repeats the same exercise but now restricting to inspectors for whom their initial circle was in their top two choices and finds similar results.

We then ask whether this is relationship between allocations and performance is stronger in PRSD areas compared to the control (business as usual) circles. To investigate this, in columns 7-8 we repeat the same exercise as in Columns 3-6, but this time comparing the degree to which performance affects allocation for inspectors in treatment areas compared to those in control circles.\textsuperscript{37}

We do this just using the baseline preferences (since we do not obtain Year 1 preferences for the control group). To do so we estimate the regression

\[ remain_i = \alpha + \beta_1 rank_i + \beta_2 rank_i \times TREAT_i + \epsilon_i \]

where \( remain_i \) is a dummy for whether inspector \( i \) remained in the same circle in Year 2 as in Year 1 and \( rank_i \) is inspector \( i \)’s performance rank within group in Year 1, normalized from 0

\textsuperscript{37} We unfortunately cannot run the analogous specification to that in Column 1. While we had elicited preferences of control inspectors at baseline (over an analogously created grouping of circles), we do not have their preferences for a new circle they might have moved to in year 1 that was not in that grouping of 10 circles, since they could have been moved to any control circle. However, we can run Columns 7 and 8 since they require a weaker assumption - that an inspector who wanted to stay in their baseline circle would view a move (to any other circle) as not so desirable.
Column 7 shows the results restricting attention to inspectors for whom their top choice was the status quo; column 8 shows the results for whom the status quo was one of the top two choices.

The coefficient on performance rank in both Columns 7 and 8 are essentially 0, while the interaction term (the increased sensitivity to rank in the treatment group) is positive and significant (and similar to the analogous coefficients in Columns 3 and 5). This shows that better ranked inspectors in the treatment group who prefer their status quo circles are significantly more likely to be able to retain it. Together these results confirm the channels through which our results operate - inspectors work harder as they correctly anticipate that if they perform better they are more likely to move to a better location or retain a more desired location they may already be in.

A.3 Does re-allocation reduce performance?

To estimate the effect of changing allocation per se – as distinct from the incentive effects of the transfer scheme, we use baseline the preference matrix $P$ and predicted performance matrix $y$ to construct an instrument for being transferred under the scheme.

We follow a related procedure to the simulations in Section 3.2. Specifically, as above, we draw 10,000 draws, indexed by $k$, from the joint distribution of $y$ given $y_0$. We then calculate the predicted probability an inspector moves circles as:

$$Pr_{\text{AnyMove}}_{ik} = \sum_{j=0}^{J-1} 1\left(r_i(z^k_{j-1} - y_{i0} + \delta, y^k_{i1}, P)\right) \left[\Phi(z^k_j - y_{i0}) - \Phi(z^k_{j-1} - y_{i0})\right]$$

We take the average of $Pr_{\text{AnyMove}}_{ik}$ over all draws $k$ to compute $Pr_{\text{AnyMove}}_i$.

$Pr_{\text{AnyMove}}_i$ simulates the probability that an inspector $i$ is moved, under the assumption that $e = 0$. Note the close relationship between equation (12) and equation (11). There are two key differences. The first, and most important, difference is that equation (12) weights each possible rank position $j$ by the probability it occurs $\left[\Phi(z^k_j - y_{i0}) - \Phi(z^k_{j-1} - y_{i0})\right]$, whereas equation (11) weights each possible rank position $j$ by the derivative of the probability it occurs, given by $\left[\phi(z^k_{j-1} - y_{i0}) - \phi(z^k_j - y_{i0})\right]$ (note that $\Phi$ is a CDF whereas $\phi$ is a PDF). Thus equation (12) captures the probability an outcome occurs, whereas equation (11) calculates the marginal return to shifting the probabilities by exerting a bit more effort. The second difference is that instead of using a utility function $u$, equation (12) weights each outcome by a dummy variable for whether the inspector is moved or not. While $Pr_{\text{AnyMove}}_i$ from equation (12) may be correlated with $\frac{dE[u]}{de}$ from equation (11), they are not perfectly correlated, and, indeed, the correlation is .58.

We use the interaction of $Pr_{\text{AnyMove}}_i$ with the experimental treatment as an instrument for an inspector being moved. Given the correlation with the incentives from the scheme, we also...
control for $\frac{dE[u]}{de}$ and its interaction with the experimental treatment. Specifically, to estimate the impact of a move, we use the year 2 data and estimate

$$
\log y_{ct} = \alpha_t + \gamma_t \log y_{c0} + \beta_1 TREAT_c \\
+ \beta_2 TREAT_c \times \frac{dEu}{de_c} + \beta_3 \frac{dEu}{de_c} \\
+ \beta_4 MOVE_c + \beta_5 Pr\_AnyMove_c + \epsilon_{ct}
$$

(13)

where $MOVE_c$ is a dummy for the inspector in circle $c$ being different in year 2 than it was in year 1, and where we instrument for $MOVE_c$ with $TREAT_c \times Pr\_AnyMove_c$. Note that even though we use year 2 outcome data in estimating equation (13), the $TREAT_c$ variable is defined using the year 1 treatment status, since year 1 treatments are what influence being moved in year 2. We estimate this on all circles that participated in the year 1 lottery, and, to make sure we are not capturing dynamic incentive effects, on the subset of year 1 circles that were randomly allocated not to participate in the treatment in year 2.

The first stage – which estimates the degree to which we can predict $MOVE_c$ with $TREAT_c \times Pr\_AnyMove_c$ – is presented in Appendix Table A.13, and the results from estimating equation (13) are presented in Appendix Table A.16. The results in Table A.13 show that the instrument has substantial predictive power – moving from $Pr\_AnyMove_i$ from 0 to 1 increases the probability of a move by 76 percent in treatment groups, but only 13 percent in control groups.

Panel A of Table A.16 shows the reduced form results. The coefficient on $TREAT_c \times Pr\_AnyMove_c$ is negative on total and current revenue, both for all circles and for the case where we exclude year 2 circles. To interpret magnitudes, we focus on Panel B, which gives the instrumental variable results, where we instrument for $MOVE_c$ with $TREAT_c \times Pr\_AnyMove_c$. Overall, the estimates suggest a negative effect of movements on total revenue – a 39 percent decline overall, or 6 percent if we focus on the cleanest estimates in column (4) where year 2 treatments are excluded. While these estimates are borderline statistically significant, they are quite noisy. OLS estimates in Panel (C) also show negative effects (a 5 percent decline overall; 6 percent if we focus on the year 2 excluded group).

Though the magnitudes in this section are a bit uncertain, they all point in the direction that reallocations do cause disruptions, which reduce revenue as people are moved. That said: the results in the previous section suggest that – at least in this context – the scheme did not cause substantially more disruptions than were experienced in the status quo. This suggests that at least in this framework, where movements are quite frequent in the status quo, the movements induced by the scheme induced very little net losses in total.
## A.4 Tables and Figures

### Table A.1: Balance

<table>
<thead>
<tr>
<th></th>
<th>Year 1 Randomization</th>
<th>Year 2 Randomization</th>
<th>Pooled</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Treatment</td>
<td>Revenue</td>
</tr>
<tr>
<td>Log Recovery</td>
<td>15.770</td>
<td>-0.064</td>
<td>-0.114</td>
</tr>
<tr>
<td></td>
<td>(0.085)</td>
<td>(0.110)</td>
<td>(0.104)</td>
</tr>
<tr>
<td>Log Recovery Rate</td>
<td>-0.183</td>
<td>-0.000</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.040)</td>
<td>(0.031)</td>
</tr>
<tr>
<td>Log Non-Exemption Rate</td>
<td>-0.263</td>
<td>0.053</td>
<td>-0.067</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.024)</td>
<td>(0.027)</td>
</tr>
<tr>
<td>FY 12-13 Log Growth Rate</td>
<td>0.088</td>
<td>-0.019</td>
<td>-0.050</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.027)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>RI P-val, joint significance</td>
<td>0.674</td>
<td>0.548</td>
<td>0.677</td>
</tr>
<tr>
<td>Notes: This table presents balance tests for the randomization into the different treatments. Columns labelled Control reflect control group means. Values in the treatment columns are the coefficients of a regression of the baseline value of the variable indicated in the row on a treatment dummy (or the set of subtreatment dummies), controlling for the relevant randomization strata. Robust standard errors in parentheses. Randomization inference based p-values in brackets. * p &lt; 0.10, ** p &lt; 0.05, *** p &lt; 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table A.2: Margins, reduced form

<table>
<thead>
<tr>
<th></th>
<th>(1) Revenue</th>
<th>(2) Tax Base</th>
<th>(3) Non-Exemption Rate</th>
<th>(4) Recovery Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Any treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.054***</td>
<td>0.052**</td>
<td>0.008</td>
<td>-0.006</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.026)</td>
<td>(0.013)</td>
<td>(0.012)</td>
</tr>
<tr>
<td><strong>Panel B: Sub-treatment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue</td>
<td>0.075***</td>
<td>0.078**</td>
<td>0.017</td>
<td>-0.021</td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.039)</td>
<td>(0.017)</td>
<td>(0.017)</td>
</tr>
<tr>
<td>Demand</td>
<td>0.029</td>
<td>0.020</td>
<td>-0.004</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.029)</td>
<td>(0.016)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>N</td>
<td>656</td>
<td>657</td>
<td>656</td>
<td>656</td>
</tr>
<tr>
<td>Mean of control group</td>
<td>16.073</td>
<td>16.463</td>
<td>-0.286</td>
<td>-0.186</td>
</tr>
<tr>
<td>Revenue = Demand (p-value)</td>
<td>0.160</td>
<td>0.215</td>
<td>0.314</td>
<td>0.120</td>
</tr>
</tbody>
</table>

**Notes:** OLS regressions of various margins on treatment assignment. The unit of observation is a circle, as defined at the time of randomization. Sample consists of pooled year 1 and year 2 observations. Year 1 sample includes all circles and Year 2 consists of circles that were in the control group in year 1. Specification controls for baseline value. Robust standard errors in parentheses. Standard errors are clustered by circle. * p < 0.10, ** p < 0.05, *** p < 0.01.
Table A.3: Treatment Effect on Tax Revenue, controlling for all baseline variables from Appendix Table A.1

<table>
<thead>
<tr>
<th></th>
<th>Year 1 (Y1 Q4)</th>
<th>Year 2 (Y2 Q4)</th>
<th>Pooled</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) Total</td>
<td>(2) Current</td>
<td>(3) Arrears</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.034</td>
<td>0.033</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.018)</td>
<td>(0.051)</td>
</tr>
<tr>
<td></td>
<td>[0.071]</td>
<td>[0.094]</td>
<td>[0.298]</td>
</tr>
<tr>
<td>N</td>
<td>405</td>
<td>405</td>
<td>396</td>
</tr>
<tr>
<td>Mean growth in controls</td>
<td>0.117</td>
<td>0.154</td>
<td>-0.048</td>
</tr>
</tbody>
</table>

Notes: OLS regressions of log of tax revenue on treatment assignment. The unit of observation is a circle, as defined at the time of randomization. Specification controls for baseline values (FY 2013). Robust standard errors in parentheses. Standard errors are clustered by circle. Randomization inference based p-values in brackets.

Table A.4: Treatment Effect on Tax Revenue, with additional Year 2 circles

<table>
<thead>
<tr>
<th></th>
<th>Year 1 (Y1 Q4)</th>
<th>Year 2 (Y2 Q4)</th>
<th>Pooled</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) Total</td>
<td>(2) Current</td>
<td>(3) Arrears</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.049</td>
<td>0.048</td>
<td>0.065</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.023)</td>
<td>(0.056)</td>
</tr>
<tr>
<td></td>
<td>[0.009]</td>
<td>[0.023]</td>
<td>[0.259]</td>
</tr>
<tr>
<td>N</td>
<td>405</td>
<td>405</td>
<td>396</td>
</tr>
<tr>
<td>Mean growth in controls</td>
<td>0.117</td>
<td>0.154</td>
<td>-0.048</td>
</tr>
</tbody>
</table>

Notes: OLS regressions of log of tax revenue on treatment assignment. The unit of observation is a circle, as defined at the time of randomization. Specification controls for baseline values (FY 2013). Robust standard errors in parentheses. Standard errors are clustered by circle. Randomization inference based p-values in brackets.
Table A.5: Heterogeneity in treatment effects by simulated marginal returns to effort, no fixed effects

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Full knowledge of P, Y</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Eq. effort</td>
<td>0.012</td>
<td>0.031</td>
<td>0.016</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.034)</td>
<td>(0.021)</td>
<td>(0.032)</td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.044</td>
<td>-0.083*</td>
<td>(0.045)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.043)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.155</td>
<td>-0.232*</td>
<td>(0.129)</td>
<td>(0.134)</td>
</tr>
<tr>
<td></td>
<td>(0.128)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.061***</td>
<td>0.766</td>
<td>-0.003</td>
<td>1.311*</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.702)</td>
<td>(0.050)</td>
<td>(0.734)</td>
</tr>
<tr>
<td>Eq. effort</td>
<td>-0.000</td>
<td>-0.004</td>
<td>-0.004</td>
<td>-0.012</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.013)</td>
<td>(0.013)</td>
<td>(0.013)</td>
</tr>
<tr>
<td><strong>Panel B: Random P, full knowledge of Y</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Eq. effort</td>
<td>-0.011</td>
<td>-0.002</td>
<td>-0.000</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.029)</td>
<td>(0.023)</td>
<td>(0.032)</td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.025</td>
<td>-0.070</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.154</td>
<td>-0.234*</td>
<td>(0.128)</td>
<td>(0.140)</td>
</tr>
<tr>
<td></td>
<td>(0.128)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.062***</td>
<td>0.463</td>
<td>-0.000</td>
<td>1.937*</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.579)</td>
<td>(0.049)</td>
<td>(0.663)</td>
</tr>
<tr>
<td>Eq. effort</td>
<td>0.018</td>
<td>0.015</td>
<td>0.014</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.020)</td>
<td>(0.019)</td>
<td>(0.019)</td>
</tr>
<tr>
<td><strong>Panel C: Assume identical P, full knowledge of Y</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Eq. effort</td>
<td>0.004</td>
<td>0.001</td>
<td>0.022</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.017)</td>
<td>(0.023)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.023</td>
<td>-0.046</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.186</td>
<td>-0.222*</td>
<td>(0.133)</td>
<td>(0.134)</td>
</tr>
<tr>
<td></td>
<td>(0.133)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.061***</td>
<td>0.434</td>
<td>-0.013</td>
<td>0.710</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.469)</td>
<td>(0.051)</td>
<td>(0.482)</td>
</tr>
<tr>
<td>Eq. effort</td>
<td>0.013</td>
<td>0.014</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.014)</td>
<td>(0.014)</td>
<td>(0.014)</td>
</tr>
<tr>
<td><strong>Panel D: Full knowledge of P, no knowledge of Y</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Eq. effort</td>
<td>0.006</td>
<td>0.020</td>
<td>0.005</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.032)</td>
<td>(0.023)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.035</td>
<td>-0.006</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.042)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.155</td>
<td>-0.203</td>
<td>(0.132)</td>
<td>(0.135)</td>
</tr>
<tr>
<td></td>
<td>(0.132)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.060***</td>
<td>0.625</td>
<td>-0.004</td>
<td>0.988</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.676)</td>
<td>(0.052)</td>
<td>(0.677)</td>
</tr>
<tr>
<td>Eq. effort</td>
<td>-0.005</td>
<td>-0.008</td>
<td>-0.007</td>
<td>-0.012</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.011)</td>
<td>(0.011)</td>
<td>(0.011)</td>
</tr>
</tbody>
</table>

**Notes:** OLS regressions of log recovery on treatment assignment, without group fixed effects. The unit of observation is a circle, as defined at the time of randomization. Column 2 controls for tax base at baseline and its interaction with treatment assignment, and column 3 for baseline recovery rate and its interaction. Column 4 includes both variables and their interactions with treatment assignment in the specification. Robust standard errors in parentheses. Standard errors are clustered by circle. * p<0.10, ** p<0.05, *** p<0.01
Table A.6: Heterogeneity in treatment effects by simulated marginal returns to effort evaluated at $e = 0$

<table>
<thead>
<tr>
<th>Panel A: Full knowledge of $P$, $Y$</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment * dEudy</td>
<td>0.026</td>
<td>0.044</td>
<td>0.035</td>
<td>0.074*</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.038)</td>
<td>(0.022)</td>
<td>(0.039)</td>
</tr>
<tr>
<td>Treatment * Gross demand at baseline</td>
<td>-0.046</td>
<td>-0.088</td>
<td>(0.052)</td>
<td>(0.056)</td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.181</td>
<td>-0.251*</td>
<td>(0.132)</td>
<td>(0.136)</td>
</tr>
<tr>
<td>dEudy</td>
<td>0.003</td>
<td>0.000</td>
<td>-0.002</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.016)</td>
<td>(0.016)</td>
<td>(0.016)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Random $P$, full knowledge of $Y$</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment * dEudy</td>
<td>0.021</td>
<td>0.038</td>
<td>0.047*</td>
<td>0.109**</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.028)</td>
<td>(0.026)</td>
<td>(0.043)</td>
</tr>
<tr>
<td>Treatment * Gross demand at baseline</td>
<td>-0.040</td>
<td>-0.114**</td>
<td>(0.044)</td>
<td>(0.055)</td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.216*</td>
<td>-0.344**</td>
<td>(0.130)</td>
<td>(0.140)</td>
</tr>
<tr>
<td>dEudy</td>
<td>0.016</td>
<td>0.015</td>
<td>0.011</td>
<td>-0.013</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.029)</td>
<td>(0.026)</td>
<td>(0.027)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: Assume identical $P$, full knowledge of $Y$</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment * dEudy</td>
<td>-0.006</td>
<td>-0.007</td>
<td>0.013</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.020)</td>
<td>(0.027)</td>
<td>(0.028)</td>
</tr>
<tr>
<td>Treatment * Gross demand at baseline</td>
<td>-0.019</td>
<td>-0.038</td>
<td>(0.036)</td>
<td>(0.037)</td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.188</td>
<td>-0.211</td>
<td>(0.144)</td>
<td>(0.144)</td>
</tr>
<tr>
<td>dEudy</td>
<td>0.007</td>
<td>0.010</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.014)</td>
<td>(0.013)</td>
<td>(0.013)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D: Full knowledge of $P$, no knowledge of $Y$</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment * dEudy</td>
<td>0.023</td>
<td>0.035</td>
<td>0.022</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.039)</td>
<td>(0.026)</td>
<td>(0.037)</td>
</tr>
<tr>
<td>Treatment * Gross demand at baseline</td>
<td>-0.038</td>
<td>-0.062</td>
<td>(0.050)</td>
<td>(0.051)</td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.169</td>
<td>-0.206</td>
<td>(0.137)</td>
<td>(0.139)</td>
</tr>
<tr>
<td>dEudy</td>
<td>-0.001</td>
<td>-0.003</td>
<td>-0.004</td>
<td>-0.010</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.013)</td>
<td>(0.013)</td>
<td>(0.013)</td>
</tr>
</tbody>
</table>

| N                                      | 652 | 652 | 652 | 652 |
| Mean of control group                  | 16.078 | 16.078 | 16.078 | 16.078 |

Notes: OLS regressions of log recovery on treatment assignment, with group fixed effects. The unit of observation is a circle, as defined at the time of randomization. Column 2 controls for tax base at baseline and its interaction with treatment assignment, and column 3 for baseline recovery rate and its interaction. Column 4 includes both variables and their interactions with treatment assignment in the specification. Robust standard errors in parentheses. Standard errors are clustered by circle. * $p<0.10$, ** $p<0.05$, *** $p<0.01$
### Table A.7: Base Growth Predictions, with Group FE

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group 1</td>
<td>Group 2</td>
<td>Group 5</td>
<td>Group 6</td>
<td>Group 40</td>
</tr>
<tr>
<td>2013 Log Recovery (Total)</td>
<td>-0.314**</td>
<td>-0.275**</td>
<td>-0.271**</td>
<td>-0.286**</td>
<td>-0.280**</td>
</tr>
<tr>
<td></td>
<td>(0.122)</td>
<td>(0.114)</td>
<td>(0.119)</td>
<td>(0.119)</td>
<td>(0.118)</td>
</tr>
<tr>
<td>2012 Log Recovery (Total)</td>
<td>0.162</td>
<td>0.137</td>
<td>0.129</td>
<td>0.145</td>
<td>0.134</td>
</tr>
<tr>
<td></td>
<td>(0.118)</td>
<td>(0.111)</td>
<td>(0.116)</td>
<td>(0.118)</td>
<td>(0.115)</td>
</tr>
<tr>
<td>2013 Log Net Demand (Total)</td>
<td>0.097</td>
<td>0.064</td>
<td>0.072</td>
<td>0.065</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>(0.084)</td>
<td>(0.081)</td>
<td>(0.085)</td>
<td>(0.086)</td>
<td>(0.084)</td>
</tr>
<tr>
<td>2012 Log Net Demand (Total)</td>
<td>0.021</td>
<td>0.047</td>
<td>0.031</td>
<td>0.034</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>(0.078)</td>
<td>(0.075)</td>
<td>(0.078)</td>
<td>(0.080)</td>
<td>(0.078)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.250</td>
<td>0.233</td>
<td>0.279</td>
<td>0.285</td>
<td>0.283</td>
</tr>
<tr>
<td>$N$</td>
<td>235</td>
<td>234</td>
<td>235</td>
<td>234</td>
<td>236</td>
</tr>
</tbody>
</table>

*Notes:* OLS regressions of performance on time-lagged performance, using group fixed effects. The unit of observation is a circle, as defined at the time of randomization. Robust standard errors in parentheses. Standard errors are clustered by group. * $p<0.10$, ** $p<0.05$, *** $p<0.01$

### Table A.8: Estimated $\alpha$ parameters under different knowledge assumptions

<table>
<thead>
<tr>
<th>Preferences</th>
<th>Baseline performance (y0)</th>
<th>Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full knowledge</td>
<td>Full knowledge</td>
<td>8.720</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.249)</td>
</tr>
<tr>
<td>Random preferences</td>
<td>Full knowledge</td>
<td>7.784</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.077)</td>
</tr>
<tr>
<td>Identical preferences</td>
<td>Full knowledge</td>
<td>19.339</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.054)</td>
</tr>
<tr>
<td>Full knowledge</td>
<td>No knowledge</td>
<td>9.073</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.246)</td>
</tr>
</tbody>
</table>

*Notes:* Estimated alpha parameters. Standard errors in parentheses.
Table A.9: Heterogeneity in treatment effects by simulated marginal returns to effort (under $\alpha + 2\text{se}$.)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Full knowledge of $P$, $Y$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Eq. effort</td>
<td>0.027</td>
<td>0.045</td>
<td>0.035</td>
<td>0.074*</td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.039)</td>
<td>(0.023)</td>
<td>(0.040)</td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.046</td>
<td></td>
<td>-0.086</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td></td>
<td>(0.055)</td>
<td></td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td></td>
<td>-0.180</td>
<td>-0.246*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.133)</td>
<td>(0.136)</td>
<td></td>
</tr>
<tr>
<td>Eq. effort</td>
<td>0.002</td>
<td>-0.001</td>
<td>-0.003</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.017)</td>
<td>(0.016)</td>
<td>(0.016)</td>
</tr>
<tr>
<td><strong>Panel B: Random $P$, full knowledge of $Y$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Eq. effort</td>
<td>0.021</td>
<td>0.037</td>
<td>0.051*</td>
<td>0.111**</td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.032)</td>
<td>(0.028)</td>
<td>(0.045)</td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.037</td>
<td></td>
<td>-0.104*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td></td>
<td>(0.053)</td>
<td></td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td></td>
<td>-0.217*</td>
<td>-0.333**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.132)</td>
<td>(0.141)</td>
<td></td>
</tr>
<tr>
<td>Eq. effort</td>
<td>0.016</td>
<td>0.015</td>
<td>0.011</td>
<td>-0.010</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.026)</td>
<td>(0.026)</td>
<td>(0.027)</td>
</tr>
<tr>
<td><strong>Panel C: Assume identical $P$, full knowledge of $Y$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Eq. effort</td>
<td>-0.007</td>
<td>-0.008</td>
<td>0.012</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.021)</td>
<td>(0.027)</td>
<td>(0.028)</td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.019</td>
<td></td>
<td>-0.038</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.046)</td>
<td></td>
<td>(0.037)</td>
<td></td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td></td>
<td>-0.185</td>
<td>-0.207</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.143)</td>
<td>(0.143)</td>
<td></td>
</tr>
<tr>
<td>Eq. effort</td>
<td>0.007</td>
<td>0.009</td>
<td>0.004</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.014)</td>
<td>(0.013)</td>
<td>(0.013)</td>
</tr>
<tr>
<td><strong>Panel D: Full knowledge of $P$, no knowledge of $Y$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Eq. effort</td>
<td>0.024</td>
<td>0.037</td>
<td>0.023</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.040)</td>
<td>(0.026)</td>
<td>(0.038)</td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.037</td>
<td></td>
<td>-0.062</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.049)</td>
<td></td>
<td>(0.056)</td>
<td></td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td></td>
<td>-0.170</td>
<td>-0.207</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.137)</td>
<td>(0.139)</td>
<td></td>
</tr>
<tr>
<td>Eq. effort</td>
<td>-0.003</td>
<td>-0.005</td>
<td>-0.006</td>
<td>-0.012</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.014)</td>
<td>(0.013)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>N</td>
<td>652</td>
<td>652</td>
<td>652</td>
<td>652</td>
</tr>
<tr>
<td>Mean of control group</td>
<td>16.078</td>
<td>16.078</td>
<td>16.078</td>
<td>16.078</td>
</tr>
</tbody>
</table>

Notes: OLS regressions of log recovery on treatment assignment, with group fixed effects. The unit of observation is a circle, as defined at the time of randomization. Column 2 controls for tax base at baseline and its interaction with treatment assignment, and column 3 for baseline recovery rate and its interaction. Column 4 includes both variables and their interactions with treatment assignment in the specification. Robust standard errors in parentheses. Standard errors are clustered by circle. * $p<0.10$, ** $p<0.05$, *** $p<0.01$
Table A.10: Heterogeneity in treatment effects by simulated marginal returns to effort (under $\alpha - 2se$.)

<table>
<thead>
<tr>
<th>Panel A: Full knowledge of $P$, $Y$</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment * Eq. effort</td>
<td>0.027</td>
<td>0.045</td>
<td>0.035</td>
<td>0.074*</td>
</tr>
<tr>
<td>(0.023)</td>
<td>(0.039)</td>
<td>(0.023)</td>
<td>(0.040)</td>
<td></td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.045</td>
<td>-0.085</td>
<td>-0.052</td>
<td></td>
</tr>
<tr>
<td>(0.052)</td>
<td>(0.055)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.180</td>
<td>-0.246*</td>
<td>(0.133)</td>
<td>(0.136)</td>
</tr>
<tr>
<td>Eq. effort</td>
<td>0.002</td>
<td>-0.001</td>
<td>-0.003</td>
<td>0.014</td>
</tr>
<tr>
<td>(0.015)</td>
<td>(0.017)</td>
<td>(0.016)</td>
<td>(0.016)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Random $P$, full knowledge of $Y$</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment * Eq. effort</td>
<td>0.021</td>
<td>0.037</td>
<td>0.051*</td>
<td>0.111**</td>
</tr>
<tr>
<td>(0.025)</td>
<td>(0.032)</td>
<td>(0.028)</td>
<td>(0.045)</td>
<td></td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.057</td>
<td>-0.104**</td>
<td>(0.044)</td>
<td>(0.053)</td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.217*</td>
<td>-0.332**</td>
<td>(0.132)</td>
<td>(0.141)</td>
</tr>
<tr>
<td>Eq. effort</td>
<td>0.016</td>
<td>0.015</td>
<td>0.011</td>
<td>-0.010</td>
</tr>
<tr>
<td>(0.024)</td>
<td>(0.028)</td>
<td>(0.026)</td>
<td>(0.027)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: Assume identical $P$, full knowledge of $Y$</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment * Eq. effort</td>
<td>-0.007</td>
<td>-0.008</td>
<td>0.012</td>
<td>0.012</td>
</tr>
<tr>
<td>(0.020)</td>
<td>(0.021)</td>
<td>(0.027)</td>
<td>(0.028)</td>
<td></td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.019</td>
<td>-0.038</td>
<td>(0.036)</td>
<td>(0.037)</td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.185</td>
<td>-0.207</td>
<td>(0.143)</td>
<td>(0.141)</td>
</tr>
<tr>
<td>Eq. effort</td>
<td>0.007</td>
<td>0.009</td>
<td>0.004</td>
<td>0.003</td>
</tr>
<tr>
<td>(0.012)</td>
<td>(0.014)</td>
<td>(0.013)</td>
<td>(0.013)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D: Full knowledge of $P$, no knowledge of $Y$</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment * Eq. effort</td>
<td>0.024</td>
<td>0.037</td>
<td>0.023</td>
<td>0.047</td>
</tr>
<tr>
<td>(0.024)</td>
<td>(0.040)</td>
<td>(0.026)</td>
<td>(0.038)</td>
<td></td>
</tr>
<tr>
<td>Treatment * Tax base at baseline</td>
<td>-0.037</td>
<td>-0.062</td>
<td>(0.049)</td>
<td>(0.056)</td>
</tr>
<tr>
<td>Treatment * Recovery rate at baseline</td>
<td>-0.170</td>
<td>-0.207</td>
<td>(0.137)</td>
<td>(0.139)</td>
</tr>
<tr>
<td>Eq. effort</td>
<td>-0.003</td>
<td>-0.005</td>
<td>-0.006</td>
<td>-0.013</td>
</tr>
<tr>
<td>(0.013)</td>
<td>(0.014)</td>
<td>(0.013)</td>
<td>(0.014)</td>
<td></td>
</tr>
</tbody>
</table>

| N | 652 | 652 | 652 | 652 |
| Mean of control group | 16.078 | 16.078 | 16.078 | 16.078 |

Notes: OLS regressions of log recovery on treatment assignment, with group fixed effects. The unit of observation is a circle, as defined at the time of randomization. Column 2 controls for tax base at baseline and its interaction with treatment assignment, and column 3 for baseline recovery rate and its interaction. Column 4 includes both variables and their interactions with treatment assignment in the specification. Robust standard errors in parentheses. Standard errors are clustered by circle. * $p<0.10$, ** $p<0.05$, *** $p<0.01$
Table A.11: Top 3 choices and circles

<table>
<thead>
<tr>
<th>Y1 Preferences (Treatment)</th>
<th>Allocation</th>
<th>Difference in allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All circles</td>
<td>Top inspectors’ circles</td>
</tr>
<tr>
<td></td>
<td>b / se</td>
<td>Mean</td>
</tr>
<tr>
<td>Log of tax base (Current)</td>
<td>0.196***</td>
<td>15.870</td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td>(0.076)</td>
</tr>
<tr>
<td>Log of tax base (Arrears)</td>
<td>0.196***</td>
<td>14.254</td>
</tr>
<tr>
<td></td>
<td>(0.074)</td>
<td>(0.125)</td>
</tr>
<tr>
<td>Growth in tax base (Current)</td>
<td>-0.002</td>
<td>0.101</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.010)</td>
</tr>
<tr>
<td>Growth in tax base (Arrears)</td>
<td>0.020</td>
<td>-0.321</td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.037)</td>
</tr>
<tr>
<td>Log of revenue (Current)</td>
<td>0.212***</td>
<td>15.565</td>
</tr>
<tr>
<td></td>
<td>(0.053)</td>
<td>(0.089)</td>
</tr>
<tr>
<td>Log of revenue (Arrears)</td>
<td>0.196***</td>
<td>13.848</td>
</tr>
<tr>
<td></td>
<td>(0.061)</td>
<td>(0.113)</td>
</tr>
<tr>
<td>Growth in revenue (Current)</td>
<td>0.004</td>
<td>0.142</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>Growth in revenue (Arrears)</td>
<td>0.020</td>
<td>-0.331</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.040)</td>
</tr>
<tr>
<td>Any unofficial payment</td>
<td>0.007</td>
<td>0.395</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.033)</td>
</tr>
<tr>
<td>Log of unofficial payment rate</td>
<td>-0.096***</td>
<td>0.704</td>
</tr>
<tr>
<td></td>
<td>(0.035)</td>
<td>(0.053)</td>
</tr>
<tr>
<td>Log average p.c. expenditure</td>
<td>0.098***</td>
<td>8.614</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.054)</td>
</tr>
<tr>
<td>Properties for commercial use</td>
<td>-0.025**</td>
<td>0.322</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>Properties for residential use</td>
<td>0.041**</td>
<td>0.424</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.031)</td>
</tr>
<tr>
<td>Num of properties (in hundreds)</td>
<td>-2.590</td>
<td>65.585</td>
</tr>
<tr>
<td></td>
<td>(1.770)</td>
<td>(2.416)</td>
</tr>
<tr>
<td>Log of average property value</td>
<td>0.161**</td>
<td>7.630</td>
</tr>
<tr>
<td></td>
<td>(0.071)</td>
<td>(0.133)</td>
</tr>
</tbody>
</table>

N 1395 474 147 237 252

Notes: Columns 1 and 2 present OLS regressions of circles attributes on a dummy variable that takes the value of 1 for circles that were ranked as TOP 3. Sample consists in all treated circles and treated circles of TOP 3 inspectors, respectively. Column 3 shows regressions of circles characteristics on an indicator that takes the value of 1 if the treated inspector that ended up in that circle ranked among the TOP 3 of his group. Columns 4 and 5 report the difference in allocation between inspectors in the treatment and control group. Inspectors in Column 4 are ranked based on their performance in recovery (growth in recovery rate). In Column 5, based on their performance in demand (growth in tax base). * p<0.10, ** p<0.05, *** p<0.01
Table A.12: Relationship between movements and performance

<table>
<thead>
<tr>
<th>Change in rank</th>
<th>Remain in status quo</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Top choice</td>
</tr>
<tr>
<td></td>
<td>Top choice</td>
</tr>
<tr>
<td>Base prefs</td>
<td>Y1 prefs</td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>0.171</td>
<td>0.229*</td>
</tr>
<tr>
<td>(0.102)</td>
<td>(0.111)</td>
</tr>
<tr>
<td>Y1 Rank</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.432**</td>
</tr>
<tr>
<td></td>
<td>(0.166)</td>
</tr>
<tr>
<td>Y1 Treatment * Y1 Rank</td>
<td>0.426**</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>129</td>
</tr>
</tbody>
</table>

Notes: Columns 1 and 2 present OLS regressions of the change in an inspector’s preference rank on their performance-based group rank. Columns 3 to 8 show the results from regressing the probability of staying in a top choice circle on inspector’s performance-based group rank. The sample in Columns 3 to 6 consists of Y1 treated inspectors. In Columns 7 and 8 the sample comprises both treated and control inspectors. * p<0.10, ** p<0.05, *** p<0.01

Table A.13: Predicting movements

<table>
<thead>
<tr>
<th>All circles</th>
<th>Y2 Treatment excluded</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td></td>
<td>Any move</td>
</tr>
<tr>
<td>Y1 Treatment * Pr(Any move)</td>
<td>0.565</td>
</tr>
<tr>
<td></td>
<td>(0.377)</td>
</tr>
<tr>
<td>Y1 Treatment * dEudy</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>(0.175)</td>
</tr>
<tr>
<td>Pr(Any move)</td>
<td>0.195</td>
</tr>
<tr>
<td></td>
<td>(0.217)</td>
</tr>
<tr>
<td>dEudy</td>
<td>-0.253***</td>
</tr>
<tr>
<td></td>
<td>(0.095)</td>
</tr>
<tr>
<td>Y1 Treatment</td>
<td>-0.352*</td>
</tr>
<tr>
<td></td>
<td>(0.197)</td>
</tr>
<tr>
<td>N</td>
<td>404</td>
</tr>
<tr>
<td>Mean of Y1 Control group</td>
<td>0.516</td>
</tr>
<tr>
<td>Y1 Treatment * Pr(Any move) = 0 (F statistic)</td>
<td>2.241</td>
</tr>
</tbody>
</table>

Notes: First stage regressions of any move dummy on various regressors. The unit of observation is a circle, as defined at the time of randomization. Robust standard errors in parentheses. Standard errors are clustered by circle. * p<0.10, ** p<0.05, *** p<0.01
Table A.14: Do preferences depend on continuing status?

<table>
<thead>
<tr>
<th></th>
<th>(1) Own circle is favorite</th>
<th>(2) Own circle is favorite</th>
<th>(3) Own circle rank</th>
<th>(4) Own circle rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuing</td>
<td>0.140</td>
<td>0.146</td>
<td>0.038</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>(0.085)</td>
<td>(0.079)</td>
<td>(0.051)</td>
<td>(0.047)</td>
</tr>
<tr>
<td></td>
<td>[0.113]</td>
<td>[0.073]</td>
<td>[0.468]</td>
<td>[0.527]</td>
</tr>
<tr>
<td>Own circle is favorite, baseline</td>
<td>0.344</td>
<td>0.083</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own circle rank, baseline</td>
<td></td>
<td></td>
<td>0.389</td>
<td>(0.115)</td>
</tr>
</tbody>
</table>

N: 108 107 108 107
Mean of non-continuing group: 0.660 0.660 0.854 0.854

Notes: OLS regressions on continuing treatment assignment. Sample is restricted to Y1 treatment inspectors only. The unit of observation is an inspector. Robust standard errors in parentheses. Randomization inference based p-values in brackets.

Table A.15: How does the serial dictatorship change allocations?

<table>
<thead>
<tr>
<th></th>
<th>(1) Any move</th>
<th>(2) Any move</th>
<th>(3) Days in circle</th>
<th>(4) Days in circle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y2 Treatment</td>
<td>-0.024</td>
<td>5.571</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.086)</td>
<td>(43.078)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y1 Treatment</td>
<td>0.124</td>
<td>0.094</td>
<td>-72.673</td>
<td>-56.584</td>
</tr>
<tr>
<td></td>
<td>(0.069)</td>
<td>(0.053)</td>
<td>(35.210)</td>
<td>(26.698)</td>
</tr>
<tr>
<td></td>
<td>[0.066]</td>
<td>[0.074]</td>
<td>[0.034]</td>
<td>[0.022]</td>
</tr>
<tr>
<td>Y1 AND Y2 Treatment</td>
<td>-0.042</td>
<td>26.955</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.119)</td>
<td>(59.980)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.701]</td>
<td>[0.636]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

N: 365 365 365 365
Mean of control group: 0.548 0.543 391.048 392.065

Notes: OLS regressions of number of days in circle or dummy for any move on various treatment regressors. LHS variables are calculated over the time period from the beginning of FY2014 to the date of the execution of transfers. The unit of observation is a circle, as defined at the time of randomization. Sample excludes any circles that have been merged or split after ballot. Specification controls for baseline values. Robust standard errors in parentheses. Standard errors are clustered by circle. Randomization inference based p-values in brackets.
Table A.16: Estimating the disruption effects from movements

<table>
<thead>
<tr>
<th></th>
<th>Panel A: Reduced form</th>
<th>Panel B: IV</th>
<th>Panel B: OLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>Current</td>
<td>Arrears</td>
</tr>
<tr>
<td><strong>(1) Y1 Treatment * Pr(Any move)</strong></td>
<td>-0.254</td>
<td>-0.065</td>
<td>0.410</td>
</tr>
<tr>
<td></td>
<td>(0.226)</td>
<td>(0.208)</td>
<td>(0.692)</td>
</tr>
<tr>
<td><strong>(2) Y1 Treatment * dEudy</strong></td>
<td>0.139</td>
<td>0.019</td>
<td>-0.022</td>
</tr>
<tr>
<td></td>
<td>(0.135)</td>
<td>(0.118)</td>
<td>(0.360)</td>
</tr>
<tr>
<td><strong>(3) Pr(Any move)</strong></td>
<td>-0.012</td>
<td>-0.017</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>(0.111)</td>
<td>(0.101)</td>
<td>(0.399)</td>
</tr>
<tr>
<td><strong>(4) dEudy</strong></td>
<td>0.061</td>
<td>0.151**</td>
<td>-0.197</td>
</tr>
<tr>
<td></td>
<td>(0.061)</td>
<td>(0.059)</td>
<td>(0.155)</td>
</tr>
<tr>
<td><strong>(5) Y1 Treatment</strong></td>
<td>0.130</td>
<td>0.101</td>
<td>-0.186</td>
</tr>
<tr>
<td></td>
<td>(0.091)</td>
<td>(0.092)</td>
<td>(0.332)</td>
</tr>
</tbody>
</table>

Notes: Reduced form, IV, and OLS regressions of Y2 log total recovery on various regressors. The unit of observation is a circle, as defined at the time of randomization. Robust standard errors in parentheses. Standard errors are clustered by circle. * p<0.10, ** p<0.05, *** p<0.01
Figure A.1: The distribution of $y_0$

(a) Distribution of $y_0$ across circles

(b) Distribution of $y_0$ across circles by group

Notes: $y_0$ is given by the demeaned growth rate of the recovery rate at the baseline.
Figure A.2: Uniqueness of alpha

![Graphs showing uniqueness of alpha with different conditions: Full kn of prefs, full kn of y, Full kn of prefs, no kn of y, Identical prefs, full kn of y, Random prefs, full kn of y.](image)

Figure A.3: Uniqueness of the effort vector at the moment-minimizing alpha

![Graphs showing uniqueness of the effort vector with different conditions: Full knowledge of P and y, Full knowledge of P, no knowledge of y, Identical P, full knowledge of y, Random P, full knowledge of y.](image)